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ABSTRACT
Recognizing the well known deficiencies of classification accuracy

as a quality metric in class imbalanced scenarios, we reaffirm the

use of partial AUC (pAUC), which is an improvement over the re-

lated metric of AUC. Optimizing pAUC is formulated as a two per-

son zero-sum game between (i) an adversary that selects a fixed

fraction of negative examples and (ii) a learner that needs to assign

higher scores to the positive examples, no matter the choice of the

adversary. The optimal scoring function is obtained as an equilib-

rium of this game. This optimization is combined with an efficient,

task specific vector embedding that captures the geometry induced

by decision trees, thereby extending the method to datasets that are

not linearly separable. We evaluate our proposed solution by com-

paring its performance against state of the art alternatives (such as

LambdaMART, RankSVM) as well as popular alternatives such as

SMOTE and make note of the superior performance obtained.
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1 INTRODUCTION
Despite classification accuracy being a common measure of model

performance, it can be misleading for imbalanced datasets. In such

cases, a classifier can achieve high accuracy by predicting the ma-

jority class — making the ability to distinguish classes unnecessary

for achieving good performance — defeating the purpose of the

classifier and the performance metric. This has led to the use of

other metrics like precision-recall, F1 score [4].

For classifiers obtained by thresholding a scoring function, the

receiver operating characteristic (ROC) curve, which plots the true

positive rate (TPR) against the false positive rate (FPR) at differ-

ent thresholds, has been used in various fields where evaluation of

discrimination performance is of importance. TPR is the propor-

tion of positive labels that are correctly identified and FPR is the
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Figure 1: Partial AUC in FPR range [𝛼, 𝛽]

proportion of negative labels incorrectly identified. The area under

the ROC curve (AUC), computed as the TPR averaged over the full

range of possible FPRs, is a popular performance metric that is used

in binary classification and bipartite ranking problems [1, 27, 38].

AUC is often preferred over Accuracy, particularly when misclassi-

fication costs are high or the classes are imbalanced [5, 11, 28].

Most applications, however, cannot operate in the complete FPR

range and need to achieve high TPR at low FPR range. AUC being

an average over the entire FPR range allows a classifier to recover

performance lost in low FPR regimes by performing well in high

FPR regime, although, it will not be operating under such high FPR

regimes in practice.

This deficiency of AUC can be mitigated by averaging over ap-

plication relevant FPR ranges, thereby obtaining partial area under
the ROC curve (pAUC) between two specified false positive rates

(as shown in Figure 1). This is especially useful in medical diagno-

sis [18, 21, 42] where a high TPR is required at low FPR. In ranking

problems [1, 38] where the accuracy at the top is critical [37] or in

biometric screening where false positives are unacceptable, the left-

most part of the ROC curve is of utmost importance corresponding

to maximizing the partial AUC in the false positive range [0, 𝛼] [1,
34, 39]. Note that the partial AUC is equal to the AUC when 𝛼 = 1.

In this work, we present a partial AUCmaximization algorithm to

handle class imbalance that uses a game theory formulation for the

cost function. Minimizing pAUC loss is formulated as a two person

zero-sum game between (i) an adversary that selects a fixed fraction

of negative examples and (ii) a learner that needs to assign higher

scores to the positive examples, no matter the choice of the adver-

sary. The optimal scoring function is obtained as an equilibrium of

this game. First, we recall a reduction of a linear scoring function

based AUC maximization to a linear classification problem. The re-

striction to linear separators, an unfortunate limitation of this reduc-

tion, is removed by a novel use of learned decision tree paths. The
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efficient, task specific vector embeddings leverage the geometry in-

duced by decision trees to capture any inherent non-linearity in the

data, thereby allowing us to extend the proposed method to datasets

that are not linearly separable. Note that the non-linearities ex-

ploited for class separation are not predetermined but learned from

data. Finally, we evaluate our proposed method on a number of pub-

licly available benchmark datasets and compare our performance

with other state of the art models. We demonstrate empirically that

our approach is both fast and scalable. We also show that it not only

performs well for learning to rank tasks but can also generalize to

other problems where accuracy at the top is of utmost importance.

Our contributions can be summarised as follows:

(1) We present a partial AUC maximization algorithm to handle

class imbalance that uses a game theory formulation for the

cost function (described in Section 5).

(2) We introduce the novel use of learned decision tree paths as

vector embeddings to capture any inherent non-linearity in

data (described in Section 4).

(3) We demonstrate empirically that our approach is both fast and

scalable. We also show that our method not only performs

well for learning to rank tasks but can also generalize to other

problem spaces where partial AUC or accuracy at the top is

crucial.

The remainder of this paper is organized as follows: We present

an overview of the literature in Section 2. In Section 3 we review

the AUC maximization formulation. In Section 4, we show intro-

duce vector embeddings based on learned decision tree paths fol-

lowed by the proposed method for pAUCmaximization in Section 5.

We present our experimental setup and results in Section 6 and Sec-

tion 7 respectively. Finally, we present a discussion in Section 8 and

conclude the paper in Section 9.

2 BACKGROUND AND RELATEDWORK
Learning to rank methods have been used to solve different types

of ranking problems in a variety of domains including information

retrieval [31] (document retrieval, collaborative filtering, question

answering and online advertising) [12, 30, 49, 57], recommendation

systems [16, 40, 44], computational biology [48] and software engi-

neering [36, 53]. Based on the input representation and loss func-

tion, learning to rank algorithms can be categorized into three types:

pointwise [15, 26, 50], pairwise [6, 14, 23] and listwise [7, 33, 52].

In the pointwise approach, each query-document pair in the

training data has a numerical score associated with it. Here, the

learning to rank problem is approximated to a regression problem

where the goal is to predict the relevance score for a given a query-

document pair. Some examples include: MART, CRR, McRank etc.

In contrast, the pairwise approach approximates the learning to

rank to a binary classification problem where given a pair of doc-

uments, the goal is to identify the document that is of higher rel-

evance. Some examples include RankSVM, RankNet, RankBoost,

LambdaRank and so on. On the other hand, listwise approach aims

to directly optimize the ranking metrics such as Normalized Dis-

counted Cumulative Gain [20] or Expected Reciprocal Rank [8] for

a set of ranked documents averaged over all queries. Optimizing

the ranking metrics is not easy as several of the ranking measures

are discontinuous functions. However, this problem has been in-

tensively studied and there are a range of methods available in the

literature for direct optimization of metrics [7, 33, 52, 58].

Algorithms falling into the pairwise category are able to handle

class imbalance in ranking as they perform a comparison between

every document pair to find the relative relevance, eliminating any

imbalance that may be present. Though several algorithms have

been developed for optimizing AUC in ranking [3, 14], they fail to

performwell in scenarios where accuracy at the top is of importance.

This is because when optimizing for AUC, the algorithms make

up for the performance lost at low FPR by performing well at high

FPRs. However, in practice we cannot afford to operate at such high

FPR and therefore need to optimize for pAUC instead.

2.1 pAUC maximization
Despite AUC being commonly used to measure model performance,

several applications such as bioinformatics [29, 48], medical diag-

nosis [21, 42] and computer vision [41] are now using pAUC as

their choice of evaluation metric.

The problem of optimizing pAUC in a given FPR range has been

primarily studied in the bioinformatics literature. For example, the

greedy heuristics method [46] maximizes pAUC by means of lin-

ear combination of classifiers. However, several of the algorithms

developed are based on heuristics that are specific to a given appli-

cation and fail to generalise.

Several modifications have been made to the standard SVM al-

gorithm [54] to maximize both AUC and pAUC in a given FPR

range. While the structural SVM algorithm by Joachims et al. [22]

optimizes multivariate non-linear performance measures to maxi-

mize AUC. Other variations of the SVM like the asymmetric SVM

algorithm uses a variant of one-class SVM to optimize for pAUC

in [0, 𝛼] by fine-grained parameter tuning. SVMpAUC [34] extends

the structural SVM framework of Joachims [22] to design convex

surrogates that optimizes for pAUC using a cutting plane solver.

Narasimhan et al. [35] further extends the SVMpAUC to maximize

the pAUC in the FPR range [𝛼, 𝛽] by using a tighter approximation

that directly optimizes the non-convex surrogate using well known

non-convex optimization techniques based on difference-of-convex

programming. Additionally, there have been several boosting based

algorithms that optimizes AUC and pAUC. While algorithms like

AdaBoost, RankBoost aim to maximize the entire area under the

ROC curve, pAUCBooost and pU-AUCBoost optimize for pAUC in

general false positive ranges of the form [𝛼, 𝛽].
Our work is different from the existing work primarily in two

aspects: a) This is the first work to use a game theory formulation for

optimizing pAUC. We formulate the pAUC loss minimization as a

zero-sum game between (i) an adversary that selects a fixed fraction

of negative examples and (ii) a scoring function that needs to assign

positive examples higher scores, irrespective of the choice of the

adversary. An equilibrium of this game results in the optimal scoring

function. b) We introduce a novel task specific vector embedding

technique that captures the geometry induced by decision trees.

The learned decision tree paths exploit any non-linearities that may

be present in the data thereby extending the proposed method to

datasets that are not linearly separable.
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3 PAIRWISE FORMULATION FOR AUC
In this section we recall a standard reduction of the AUC maxi-

mization problem into a linear classification problem via the use of

pairwise differences between the positive and negative examples

[32]. Let X+ = {x+
1
, x+

2
, . . . , x+

𝑁+
} be a set of 𝑁 +

positive examples

and X− = {x−
1
, x−

2
, . . . , x−

𝑁−
} be a negative example set of size 𝑁−

where x ∈ R𝑛 such that 𝑁+ ≪ 𝑁− and 𝑦 ∈ {−1, 1} is the class label.
We use the scoring function𝑄 : R𝑛 ∋ x ↦→ 𝑄 (x) = w⊤ · x ∈ R. The
goal is to find a weight vector, w, such that, 𝑄 (x𝑖 ) > 𝑄 (x𝑗 ) where
𝑦𝑖 = +1, 𝑦 𝑗 = −1. This implies w⊤ · x𝑖 > w⊤ · x𝑗 , or equivalently,
w⊤ · (x𝑖 − x𝑗 ) > 0.

With subscript 𝑖 indexing over the set X+ and subscript 𝑗 in-

dexing the set X−, let us define z𝑖 𝑗 = x𝑖 − x𝑗 , 𝑦𝑖 𝑗 = +1 and z𝑗𝑖 =
x𝑗 − x𝑖 , 𝑦 𝑗𝑖 = −1. The identities w⊤ · z𝑖 𝑗 > 0 and w⊤ · z𝑗𝑖 < 0,

confirms that this is a reduction to a linear classification problem,

where vector w separates the classes

⋃
z𝑖 𝑗 from

⋃
z𝑗𝑖 .

Given sets X+ and X−, the AUC induced by the linear scoring

function 𝑄 (x) = w⊤ · x can be computed as,

𝐴𝑈𝐶 (𝑤) = 1

𝑁+𝑁−

∑
𝑖∈X+

∑
𝑗 ∈X−

1(w⊤ · (x−𝑗 − x+𝑖 ) > 0), (1)

where 1(·) is the indicator function. Maximizing AUC over linear

scoring functions is then equivalent to finding w that minimizes

Equation 1, stated formally as

min

w

1

𝑁+𝑁−

∑
𝑖∈X+

∑
𝑗 ∈X−

1(w⊤ · (x−𝑗 − x+𝑖 ) > 0) . (2)

A standard practice in machine learning is to replace the intractable

sum of indicator functions in an objective function by an upper

bound obtained by replacing indicator functions by convex upper-

bounding surrogate. Replacing the indicator functions in (1) by the

Hinge function ℎ(𝑥) = max(0.𝑥 + 1) and adding a 𝐿2
2
regularizer

we obtain the surrogate objective, which readers will recognize as

the objective function of an SVM (support vector machine) [54].

min

w

1

𝑁+𝑁−

∑
𝑖∈X+

∑
𝑗 ∈X−

ℎ(w⊤ · (x−𝑗 − x+𝑖 )) + 𝑐 ∥w∥2 . (3)

4 USING NON-LINEAR FEATURES
A limitation of the reduction discussed in Section 3 is that it applies

to linear classifiers only. Datasets where classes are not linearly

separable are common. This makes non-linearity essential to class

separators if they are to be widely applicable. In this section we

reconcile these two conflicting aspects of our approach.

Kernel methods are frequently adopted when linear methods are

inadequate [19]. They typically use a predetermined kernel func-

tion 𝐾 (· , ·) that maps a point x, implicitly and non-linearly, to a

point 𝜙 (x) = 𝐾 (x𝑖 , x) in the feature space where the classes are bet-

ter separated linearly. In contrast, we use an explicit non-linearity
learned from data to increase the linear separability of the classes in

the feature space. In order to do so, we rely on two key properties,

(i) a well known empirical observation that decision trees are one

of the state of the art classifiers that can effectively separate classes

that are not linearly separable and (ii) an interpretation of such de-

cision trees as a vector embedding that facilitates linear separation.

Figure 2: Feature generation using decision tree path

The remainder of the section is presented in two parts. The

first describes how, given a decision tree, we obtain the non-linear

vector embedding of items so that they are more amenable to linear

separation. The second describes how we obtain the decision tree.

4.1 Vector embedding using decision tree
The root node of a decision tree represents the entire input domain

that is partitioned into two by a node-specific predicate. Each such

partition produced is represented by a child node that is partitioned,

similarly and recursively, as many times as necessary to promote

purity of label proportions in the leaf partitions. Leaf nodes of the

tree are assigned the majority label of the corresponding partition.

To predict the label of a data-point x, one identifies the leaf node
reached by traversing the tree by selecting the left or the right child

as indicated by the node predicate evaluated on x. The predicted
label is the label of the leaf node reached. Formally, this can be

expressed as ∑
𝑝∈𝑃𝑎𝑡ℎ𝑠 [𝐼 ]

𝑦𝑖1𝑝𝑖 (x) (4)

where 1𝑝𝑖 (x) is the indicator function that takes a value of 1 if x
reaches the 𝑖𝑡ℎ leaf by traversing the tree (using the unique path 𝑝𝑖 ).

Using the formal similarity of expression (4) with the expression

of a standard kernel classifier∑
𝑖

𝑦𝑖𝜆𝑖𝐾 (x𝑖 , x)

we interpret the function 1𝑝𝑖 (x) as an approximate weighted kernel

function 𝜆𝑖𝐾 (x𝑖 , x) defined by an unknown x𝑖 . Informally, a kernel

function 𝐾 (x𝑖 , x) quantifies the similarity between x and x𝑖 much

as 1𝑝𝑖 (x) measures the similarity of xwith path 𝑝𝑖 , also represented
by an embedded vector.

Given a decision tree with 𝑁 nodes we map the data points to a

𝑁 − 1 dimensional space where each dimension corresponds to one

of the 𝑁 − 1 edges of the tree. Dimensions that correspond to edges

lying on 𝑝𝑖 take (an absolute) value of 1.0, others are 0. These are

scaled by 1.0 or −1.0 depending on the class label of the leaf node.

Given that only one edge emerging from a node may be followed,

there is no loss in generality in considering a frugal embedding of

dimension of (𝑁 − 1)/2 obtained by choosing one of the out edges

of all non-leaf nodes.

Figure 2 is an example of a decision tree. Data sample x1 follows
the red path while x2 follows the blue path. The decision tree path

taken by x1 is t1 = [01010010] and 𝑥2 is t2 = [01101000]. Therefore,
𝐾 (x1, x2) = t1 · t2 = 1.
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Figure 3: Common prefix as inner product

The non-linear mapping from data space to feature space is

obtained by associating each leaf node of the decision tree with a

vector such that all data points that reach the leaf node are mapped

into the leaf specific vector. The embedding is chosen such that

points with the same class label map to vectors close to each other

if they reach leaves that are close in shortest path distance in the

tree. On the other hand, since sibling leaves have opposite class

labels they are kept apart by embedding them as antipodes – the

sibling of a leaf embedded as p is embedded as −p.
A property enjoyed by this embedding is that the 𝐿2

2
distance

induced by the inner product generates the graph shortest path

metric, as shown in Figure 3. The depth of a node corresponds

to squared norm of its vector embedding. Since nearby points in

the data space are likely to belong to the same node if they have

the same class label, the embedding scheme retains a degree of

smoothness with respect to the data space.

In addition to the concatenated embedding [x, t] where x is the

original feature and t the decision tree path features, one can use

other possibilities, for example, [x, t, x⊗ t], and spectral embedding

of the Gaussian kernel 𝐾𝑖 𝑗 = 𝑒
−(t𝑖−t𝑗 )2/𝜎2

. Note that, in the limit

of 𝜎 → 0, the kernel approaches the decision tree function 1𝑝𝑖 (x) .

4.2 Learning the decision tree
It is well known that decision trees only learn axis parallel parti-

tions. As a result, learning non-axis aligned separations causes the

depth of the learned tree to be unnecessarily large and makes the

learning process tedious as it requires a significant amount of ad-

ditional resources. Therefore, when training the decision tree, we

make sure that the focus is explicitly on learning the non-linearity

by assigning the task of learning a linear separator to the linear

AUC maximization algorithm from Section 3. This ensures that the

decision tree does not have to relearn the linear separator that has

already been learnt by the linear AUC maximizer.

The trained linear AUC maximizer is then used to compute the

output scores for the data points after which the scores are ap-

pended to the original data as an additional feature. When training

the decision tree, we observe that the first split typically occurs on

the output scores generated by the linear AUC maximizer. After the

initial split partitions the data, we upsample the two resulting data

sets separately using SMOTE [9]. This is done to ensure that the

positive and negative subtrees have sufficient samples from each

class so that the learning process does not suffer from any imbal-

ance that may be present in the original data. In the end, we use

the learned decision tree paths to derive the vector embeddings.

5 PARTIAL AUC FORMULATION
Given a scoring function𝑄 : x ∈ R𝑛 ↦→ R, let 𝑞𝛼 (X−, 𝑄) denote the
(1−𝛼) quantile of the set of scores {𝑄 (x) |x ∈ X−}. Thus, cardinality
of the set 𝑆𝛼,𝑄 ≜ {x|𝑄 (x) ≥ 𝑞𝛼 (X−, 𝑄), x ∈ X−} satisfies the

identity |𝑆𝛼,𝑄 | = 𝛼 |X− |. Given these definitions, and making the

dependence on w explicit, one can evaluate pAUC obtained by a

linear scoring function 𝑄 (x) = w⊤ · x as

𝑝𝐴𝑈𝐶𝛼 (w) = 1

𝑁+𝑁−𝛼

∑
𝑗 ∈𝑆𝛼,w

∑
𝑖∈X+

1(w⊤ · (x−𝑗 − x+𝑖 ) > 0).

Given the difficulty of minimizing over indicator functions, we

upper bound them by the hinge loss function obtaining

min

w

1

𝑁+𝑁−𝛼

∑
𝑗 ∈𝑆𝛼,w

∑
𝑖∈X+

ℎ(w⊤ · (x−𝑗 − x+𝑖 ) < 0). (5)

This optimization problem is significantly different from the Equa-

tion (2) presented in Section 3 because the domain of the summa-

tion over the set X− (indexed by subscript 𝑗 ) is no longer indepen-

dent of w and hence the reduction to the classification problem

does not apply. To solve, we pose Equation (5) as an equivalent two

person, zero-sum game between (i) an adversary(henceforth, 𝑆−
player) that chooses 𝑆 under the restrictions stated, to maximize

the loss and (ii) the learner that tries to minimize the loss.

min

w
max

𝑆⊂X−
|𝑆 |=𝛼𝑁−

1

𝑁+𝛼𝑁−

∑
𝑖∈X+

∑
𝑗 ∈𝑆

ℎ(w⊤ · (x−𝑗 − x+𝑖 ) < 0). (6)

This equivalence holds because for any choice of w the set 𝑆𝛼,w is

indeed the most adversarial set that the 𝑆−player can choose under

the stated restrictions. Marginalizing out 𝑆 , we obtain the learner’s

loss function to be

𝐷 (w) ≜ max

𝑆⊂X−
|𝑆 |=𝛼𝑁−

1

𝑁+𝛼𝑁−

∑
𝑖∈X+

∑
𝑗 ∈𝑆

ℎ(w⊤ · (x−𝑗 − x+𝑖 ) < 0) (7)

Claim 1. 𝐷 (w) as defined in (7) is convex in w.

Proof. For a fixed set 𝑆 the RHS of (7) is convex because it is a

sum of convex functions. The expression 𝐷 (w) is a maximum of a

finite number of convex functions and is hence convex. □

Subgradient computation: The function 𝐷 (w) is not differen-
tiable but is differentiable almost everywhere. Using subgradient

calculus one can show [47] that its subgradient is obtained as

𝜕𝐷 (w) = 1

𝑁+𝛼𝑁−

∑
𝑖∈X+

∑
𝑗 ∈𝑆𝛼,w

w⊤ · (x−𝑗 −x+𝑖 )<1

(x−𝑗 − x+𝑖 ) .

We minimize the loss function 𝐷 (w) by using the subgradient

descent algorithm Pegasos [51].
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5.1 Sampling
The subgradient steps discussed above require re-computation of

𝑆𝛼,w at each w update. This would entail selecting the top 𝛼 frac-

tion of the re-scored negative examples incurring a time complexity

of O|X− | log |X− |. To make the the algorithm scalable, we stochas-

tically estimate 𝑞𝛼 (X−, 𝑄) which corresponds to the (1 − 𝛼) quan-
tile of the scores induced on X− by the updated weights.

This estimate is obtained by selecting a sample of size𝑚 fromX−
uniformly at random by reservoir sampling [56] and is not repeated

at every update of w. The points in the sample are re-scored with

updated weight at every update and the top 𝑘𝑡ℎ item, that is, the

(𝑘,𝑚) order statistics is selected to yield our estimate 𝑞𝛼 (X−, 𝑄) .
The values of 𝑘,𝑚 are chosen such that the expected value of Ew⊤ ·
x𝑘,𝑚 equals 𝑞𝛼 (X−, 𝑄) with as low variance as desired.

In order to see how 𝑘 and𝑚 may be chosen, consider 𝑈𝑘,𝑚 to

be the (𝑘,𝑚)𝑡ℎ order statistics of a sample of size𝑚 drawn from a

unit uniform distribution. Random variable𝑈𝑘,𝑚 ∼ 𝐵𝑒𝑡𝑎(𝑘,𝑚 −𝑘 +
1), that is, it is distributed as a Beta distribution with parameters

𝑘,𝑚 − 𝑘 + 1 [2]. Thus,

E[𝑈𝑘,𝑚] = 𝑘

𝑚 + 1

, Var[𝑈𝑘,𝑚] = 𝑘 (𝑚 − 𝑘 + 1)
(𝑘 +𝑚 − 𝑘 + 1)2 (𝑘 +𝑚 − 𝑘 + 1 + 1)

Imposing the constraints E[𝑈𝑘,𝑚] = 𝛼 and Var[𝑈𝑘,𝑚] = 𝜎2 (where
𝜎 is the desired standard deviation of the estimate) one can easily

solve for 𝑘 and 𝑚 as two unknowns in two equations. Note, in

particular, that the solutions of 𝑘,𝑚 are independent of the size of

X−. Our experiments are reported for a choice of 𝜎 = 𝛼/10.

Algorithm 1: Partial AUC maximization algorithm

Input: X+,X−, 𝛼, 𝑛_𝑒𝑝𝑜𝑐ℎ𝑠
Output: w

1 w0 = [w0,w1, ...,w𝑛] such that w𝑖 ∈ 𝑈 (−1.0, 1.0)
2 for t=1,...,n_epochs do
3 for x−

𝑖
∈ X− do

/* Uniformly sample 𝑁− */

4 𝑆 = 𝑠𝑎𝑚𝑝𝑙𝑒 (X−, 𝛼)
/* compute the score for subset of

negative samples and sort them */

5 𝑄 (x) = w𝑡
⊤ · x ∀x ∈ 𝑆

/* get the score at the (1−𝛼)𝑡ℎ quantile */

6 𝑞𝛼 = (1 − 𝛼)quantile of𝑄 (x) x ∈ 𝑆
7 if w𝑡

⊤ · x−
𝑖
> 𝑞𝛼 then

/* compute pairwise difference of x−
𝑖

with all positive samples X+ */

8 𝐷 (w𝑡 ) =
1

𝑁+

∑
𝑗 ∈X+

1(w𝑡
⊤ · (x−𝑖 − x+𝑗 ) > 0)

/* update weight vector by gradient

descent */

9 w𝑡+1 = w𝑡 − 𝜂𝜕𝐷 (w𝑡 )

Table 1: Summary of datasets

Data Dataset Number of Number of imbalance
Source instances features ratio
LETOR MQ2007 69,623 46 17:1

4.0 MQ2008 15,211 46 15:1

a9a 48,842 123 3:1

UCI covtype 581,012 54 1:1

ijcnn1 141,691 22 10:1

letter_img 20,000 16 26:1

6 EXPERIMENTAL SETUP
In this section, we provide a description of the experimental setup

and elaborate on the various benchmark datasets and baseline

models. We broadly look at two real world scenarios: learning to

rank task for extreme class imbalance and the more generic binary

classification task for imbalanced datasets.

6.1 Datasets
Learning to Rank: We conduct our experiments on two bench-

mark datasets: MQ2007 and MQ2008 that are publicly available

as part of the supervised ranking setting in LETOR 4.0 [43]. The

MQ2007 has around 1, 700 queries with an average of 41 labeled

documents per query. This totals to 69, 623 query-document pairs.

The MQ2008 on the other hand has around 800 queries with an av-

erage of 19 labeled documents per query totalling to 15, 211 query-

document pairs. Each query-document pair is represented by a 46-

dimensional feature vector in both the datasets and has a relevance

score of 0, 1 or 2, where larger the relevance score, more relevant

the query-document pair.

We transform the relevance scores into a binary label by setting

a threshold such that, relevance score 2 indicates that the query-

document pair is relevant (positive label) and relevance scores 0 and

1 indicate that the query-document pair is irrelevant (negative label).

Table 1 summarizes the number of instances, features and imbal-

ance ratio for the datasets. Both datasets contain a training, a valida-

tion, and a test set. We tune the hyperparameters on the validation

set and perform the final model evaluation on the held-out test set.

Both MQ2007 and MQ2008 can be downloaded from LETOR 4.0
1
.

Binary Classification: To demonstrate that the proposed pAUC

maximization algorithm generalises to other binary classification

tasks having class imbalance, we additionally perform experiments

on a number of benchmark datasets obtained from the UCI machine

learning repository [13], where pAUC is a performance measure of

interest. We look at problems in different domains:

• a9a - The goal is predict whether income exceeds $50, 000

per year based on census data.

• covtype - The goal is to predict the forest cover type. We

use the binary class version of this dataset.

• ijcnn1 - This is first problem (generalization ability chal-

lenge) of IJCNN challenge 2001 [10].

1
https://www.microsoft.com/en-us/research/project/letor-learning-rank-

information-retrieval/
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• letter_img - Here, the objective is to identify the capital

letter ‘Z’ in the English alphabet from a large number of

black-and-white rectangular pixel displays.

Table 1 summarizes the number of instances and features present

in each dataset. In each case, we do a random 75 : 25 split (while

maintaining class distribution) where 75% of the data is used for

training and the remaining 25% of the data is used for testing. The

processed versions for a9a, covtype and ijcnn1 was downloaded

from LIBSVM
2
and letter_img was downloaded from the python

imblearn.datasets package
3
.

6.2 Models
Learning to Rank: We compare the performance of our proposed

method (pAUCmax) for learning to rankwith the AUCmaximization

model (AUCmax) and two other state of the art baseline models:

• LambdaMART [6]: LambdaMART, a combination of Lamb-

daRank and MART (Multiple Additive Regression Trees), is

a popular ranking algorithm used in commercial search en-

gines. It makes use of gradient boosted decision trees using

a cost function derived from LambdaRank for optimizing

ranking metrics like NDCG, MRR, AUC and so on. We used

the implementation from the python learning to rank toolkit

(pyltr)
4
for building the LambdaMART model.

• RankSVM [23]: RankSVM, a variation of the support vec-

tor machine (SVM) algorithm [54], is a classic learning to

rank model that employs pairwise ranking methods to auto-

matically sort results based on the document relevancy for a

given query. We used the implementations in SVM
rank5

.

In our learning to rank experiments, we tune the models to op-

timize for AUC during the training process. We tune other hyper-

parameters with guidance from prior work and further fine-tune

them on the validation set. We evaluate the performance of the

ranking models on imbalanced data by comparing both the AUC

as well as the pAUC in the FPR range [0.0, 0.1].

Binary Classification: We also conduct experiments to compare

the performance of our proposed method (pAUCmax) for partial

AUC maximization with the AUC maximization model (AUCmax)

and five other state of the art baseline models:

• SVMAUC [22]: Structural SVM algorithm that optimizes mul-

tivariate non-linear performance measures like the F1 score.

We use this model to optimise for AUC. The SVMAUC algo-

rithm is implemented using the publicly available API[55]
6

• SVMpAUC [34]: Builds on the structural SVM (SVMAUC)

framework [22] to design convex surrogates that optimizes

for pAUC in FPR range [𝛼, 𝛽] using a cutting plane solver.

We used the implementation provided by [34]
7
.

• SVMdc
pAUC [35]: Building on SVMpAUC [34], 𝑆𝑉𝑀𝑑𝑐

𝑝𝐴𝑈𝐶
max-

imizes the pAUC in FPR range [𝛼, 𝛽] using a tighter approx-

imation that directly optimizes the non-convex surrogate

2
https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/binary.html

3
https://imbalanced-learn.readthedocs.io/en/stable/datasets/

4
https://libraries.io/pypi/pyltr

5
https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html

6
http://svmlight.joachims.org/svm_struct.html

7
http://clweb.csa.iisc.ac.in/harikrishna/Papers/SVMpAUC/

Table 2: Evaluating the usefulness of the vector embeddings
from learned decision tree paths in pAUC maximization in
FPR range [0.02, 0.05] on UCI datasets.

Dataset Type pAUC(0.02, 0.05)
a9a covtype ijcnn1 letter_img

Concatenated 0.3978 0.5751 0.7206 0.9276
Raw 0.2828 0.4354 0.4742 0.9063

SMOTE 0.1980 0.1053 0.3026 0.5595

using the well known non-convex optimization technique

based on difference-of-convex programming. We used the

implementation provided by [35]
8

• pAUCBooost [25]: A boosting based algorithm that opti-

mizes partial AUC in the general false positive ranges of the

form [𝛼, 𝛽].
• GreedyHeuristic [46]: An entension of the greedy heuris-

tics method in [46] that maximizes pAUC by means of linear

combination of classifiers.

For the binary classification experiments, we optimize for pAUC.

We use 75% of the data for training and the remaining 25% for test-

ing. We evaluate the performance of the various models by com-

paring the pAUC in the FPR range [0.02, 0.05].

7 RESULTS
In this section, we present the results of our experiments. We start

by looking at the usefulness of the vector embeddings from learned

decision tree paths. We then evaluate the efficacy of the proposed

method for optimizing partial AUC. In particular, we compare the

performance of our method with other state-of-the art baseline

models, firstly, for the task of learning to rank and then examine

the generalizability of the proposed model by looking at binary

classification tasks in several domains where class imbalance is a

prominent issue. Additionally, we perform a run time analysis to

compare the proposed method with other baseline models.

7.1 Usefulness of decision tree features
In Section 4, we introduced the novel use of learned decision tree

paths as vector embeddings to capture any inherent non-linearity in

data to overcome the limitation of the method only learning linear

separators. We empirically examine those claims in this section. We

consider the following variations of the dataset:

• Raw data - This is the original dataset as is.

• Concatenated data - For this dataset, we first derive the

vector embeddings using the learned decision tree paths and

append it to each of the raw data samples.

• SMOTE data - This dataset is formed by upsampling the

minority (positive) class samples using SMOTE [9]. We use

SMOTE to ensure that the positive samples are not simply

duplicated and have some variations in the features.

8
http://clweb.csa.iisc.ac.in/harikrishna/Papers/SVMpAUC-tight/
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Table 3: pAUC maximization in [0.0, 0.1] on LETOR datasets

MQ2007 MQ2008
Approach pAUC[0,0.1] pAUC[0,1] = AUC pAUC[0,0.1] pAUC[0,1] = AUC

pAUC Δ pAUC AUC Δ AUC pAUC Δ pAUC AUC Δ AUC
pAUCmax on concatenated data 0.1381 0.0 0.6562 0.0 0.2291 0.0 0.7826 0.0

AUCmax on concatenated data 0.1017 + 0.0364 0.6137 + 0.0425 0.2079 0.0212 0.7349 + 0.0477

AUCmax on raw data 0.0932 + 0.0449 0.6121 + 0.0441 0.1731 0.0560 0.7175 + 0.0651

LambdaMART 0.0774 + 0.0607 0.6085 + 0.0477 0.1440 0.0851 0.6925 + 0.0901

RankSVM* - - - - 0.0499 0.1792 0.4998 + 0.2828

Table 4: Comparing the ranking performance using NDCG@k on LETOR datasets

Approach MQ2007 MQ2008
NDCG@1 NDCG@3 NDCG@5 NDCG@10 NDCG@1 NDCG@3 NDCG@5 NDCG@10

pAUCmax on

concatenated data 0.3461 0.4018 0.4519 0.4861 0.3141 0.3839 0.4415 0.4813
LambdaMART 0.3397 0.3882 0.4422 0.4798 0.3075 0.3599 0.4087 0.4628

To compare the performance of the various dataset types, we

train and test the AUC Maximization algorithm (described in Sec-

tion 3) with each one of the three dataset types for all the UCI

datasets. Table 2 summarizes the resulting pAUC in the FPR in-

terval [0.02, 0.05], computed over the test data, as obtained by the

AUC Maximization algorithm for the different datasets types. It is

evident from the numbers that the non-linearity introduced by the

vector embeddings derived from the learned decision tree paths

significantly helps improve the performance of the AUC maximiza-

tion algorithm, even outperforming the SMOTE upsampled data,

which is a common strategy employed by several people to over-

come class imbalance.

7.2 Learning to Rank
In this section, we analyse the results of our experiments comparing

the performance of our proposed model (pAUCmax) with other

state of the art baseline models for maximising pAUC in the [0, 𝛼]
range on the two supervised learning to rank datasets from LETOR

4.0, namely, MQ2007 and MQ2008. We report the pAUC scores in

the FPR range [0.0, 0.1] and [0, 1] (corresponding to AUC) on the

held-out test sets in Table 3. We also include the Δ pAUC and Δ
AUC scores which corresponds to the difference in performance of

our proposed model (pAUCmax) on the concatenated data with the

baseline models. *Note that we do not report the score for RankSVM

onMQ2007 as the model ran into a memory error and failed to train.

A comparison of AUCmax on raw data and the concatenated

reemphasises the usefulness of the embeddings derived from the

learned decision tree paths and show that the non-linearity intro-

duced aids in maximizing the pAUC[0, 0.1] and AUC scores. We

did not find the results from RankSVM useful as it performs poorly

on both the datasets. While LambdaMART outperforms RankSVM

by a large margin, we observe that our proposed model (pAUCmax)

with the concatenated data has a significant improvement from the

baseline models for both pAUC[0.0, 0.1] (improvement rate: +6%
for MQ2007 and +8.5% for MQ2008) and the overall AUC (improve-

ment rate: +4.7% for MQ2007 and +9% for MQ2008). This shows

that our proposed method outperforms state of the art models for

learning to rank with imbalanced classes.

Additionally, we compare the performance of the proposedmodel

with LambdaMART on the two LETOR 4.0 datasets using NDCG@k,

a common evaluation metric using in learning to ranking. We do

not report the scores for RankSVM due to it’s poor performance.

Table 4 summarizes the NDCG@k for k values 1, 3, 5 and 10. We

see a 0.6% to 4% improvement in scores, therefore the performance

of the proposed model is comparable to that of LambdaMART.

7.3 Binary Classification
In our final set of experiments conducted, we look at the generaliz-

abilty of the proposed method (pAUCmax) for binary classification

problems having class imbalance where we maximize the pAUC

in the more generic [𝛼, 𝛽] range. We compare the performance of

pAUCmax with other state of the art baseline models for optimiz-

ing pAUC on a number of benchmark UCI datasets and report the

pAUC scores for the FPR range [0.02, 0.05] on the held-out test sets

in Table 5. We also include the Δ pAUC to highlight the difference

in performance of pAUCmax on the concatenated data with each of

the baseline models.

Upon analysing the numbers, we see that using the pAUC maxi-

mization algorithm on the concatenated data outperforms all of the

state of the art baseline methods with significant improvements in

results across all datasets. While the difference in performance on

the a9a dataset, ranging from +0.36% to +16.35%, was not as promi-

nent, we observe a huge leap in performance on the letter_img

dataset, ranging from +44.40% to +67.60%. We also observe substan-

tial increase in performance on covtype and ijcnn1 ranging from

+15.80% to +36.79% and +8.43% to +64.40% respectively. This shows

that our proposed method can also be applied to general binary

classification problems having imbalanced classes and has signifi-

cant improvement over existing state of the art baseline models.
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Table 5: pAUC maximization in [0.02, 0.05] on UCI datasets

pAUC(0.02, 0.05)
Approach a9a covtype ijcnn1 letter_img

pAUC Δ pAUC pAUC Δ pAUC pAUC Δ pAUC pAUC Δ pAUC
pAUCmax on concatenated data 0.4374 0.0 0.6065 0.0 0.7641 0.0 0.9648 0.0

AUCmax on concatenated data 0.3978 + 0.0396 0.5751 + 0.0314 0.7206 + 0.0435 0.9276 + 0.0372

AUCmax on raw data 0.2828 + 0.1546 0.4354 + 0.1711 0.4742 + 0.2899 0.9063 + 0.0585

AUCmax on smote data 0.1980 + 0.2394 0.1053 + 0.5012 0.3026 + 0.4615 0.5595 + 0.4053

SVMAUC 0.4338 + 0.0036 0.2987 + 0.3078 0.4750 + 0.2891 0.4455 + 0.5193

SVMpAUC 0.2739 + 0.1635 0.2467 + 0.3598 0.6131 + 0.1510 0.5208 + 0.4440

𝑆𝑉𝑀𝑑𝑐
𝑝𝐴𝑈𝐶

0.3650 + 0.0724 0.2410 + 0.3655 0.6798 + 0.0843 0.5182 + 0.4466

pAUCBooost 0.4012 + 0.0362 0.4485 + 0.1580 0.4913 + 0.2728 0.4954 + 0.4694

GreedyHeuristic 0.3417 + 0.0957 0.2386 + 0.3679 0.1201 + 0.6440 0.2888 + 0.6760

Table 6: Training time in seconds (relative to pAUCmax)

Approach MQ2007 MQ2008
pAUCmax on concatenated data 907.52 (t) 561.56 (t)

LambdaMART 654.15 (0.72t) 397.81 (0.71t)

RankSVM* - 5098.12 (9.08t)

7.4 Run time analysis
We compare the running time of our proposed method with the

baseline models for the learning to rank problem. Table 6 summa-

rizes the both the absolute time taken in seconds and the relative

time taken by the baseline models as a factor of the time taken by

the proposed model. We observe that the running time of our model

is significantly better than RankSVM and is comparable to that of

LambdaMART. *Note that we do not report the score for RankSVM

onMQ2007 as themodel ran into amemory error and failed to train.

8 DISCUSSION
There are a number of implications of this work. Firstly, the novel

use of learned decision tree paths as vector embeddings to intro-

duce non-linearity has been empirically proven to improve the per-

formance of the AUC and pAUC maximization models. These task-

specific embeddings can be combined with potentially any method

that only learns a linear separator, thereby extending the method to

datasets that are not linearly separable. Secondly, class imbalance is

a promiment issue in a number of real world applications, our pro-

posedmethod is generalizable and can be applied to problems in any

domain where the goal is to optimize the pAUC in a given FPR range.

Although we have presented our work in terms of the hinge loss

surrogate function, it is straightforward to extend the technique

to other such functions, for example, logistic loss, exponential loss

[45], etc. It is recommended to use surrogates functions that are

proper scoring rules [45].

One current limitation of the approach is the restriction to the

binary class problem. It would be fruitful to conside how to apply

these techniques to the partial variants of generalizations of AUC

to multiple classes [17, 24]

9 CONCLUSION
Given the increasing popularity in the usage of pAUC, as an im-

provement over AUC, for evaluating the performance of models in

class imbalanced scenarios. We propose an algorithm for optimiz-

ing the pAUC in the FPR range [0, 𝛼] by formulating the minimiza-

tion of pAUC loss as a two person zero-sum game between (i) an

adversary that selects a fixed fraction of negative examples and (ii)

a scoring function that needs to assign positive examples higher

scores, no matter the choice of the adversary. The optimal scoring

function is obtained as an equilibrium of this game. We eliminate

the restriction to linear separators with the use of an efficient, task

specific vector embedding technique that captures the geometry in-

duced by decision trees, thereby extending the method to datasets

that are not linearly separable.

We evaluate both the usefulness of the vector embeddings as

well as the efficacy of the proposed method for optimizing partial

AUC. More specifically, we compare the performance of our method

with other state-of-the art baseline models, firstly, for the task

of learning to rank and then examine the generalizability of the

proposed model by looking at binary classification tasks in several

domains where class imbalance is a prominent issue. The empirical

results indicate that the proposed method does in fact optimize the

partial AUC in the desired false positive range, outperforming the

existing baseline techniques by a significant margin.
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